| **Structure based on AlexNet [2]** |
| --- |
| Conv1: 7: 4: 0: 120: ReLU Max Pool:3:2 LRN |
| Conv2: 5: 1: 2: 240: ReLU Max Pool:3:2 LRN |
| Conv3: 3: 1: 1: 360: ReLU |
| Conv4: 3: 1: 1: 360: ReLU |
| Conv5: 3: 1: 1: 360: ReLU Max Pool:3:2 |
| FC1: 500: ReLU Dropout |
| FC2: 300: ReLU Dropout |
| FC3: Softmax |

AlexNet(2012) is a neural network structure used to classify ImageNet data. It consists of 5 convolutional layers and 3 convolutional layers. It also uses ReLU nodes, max pooling and dropout. This network is, however, ran on two GPU’s for training, making the model slightly more complicated.[1] A more simplified version could still prove useful for this classification problem.[2]

Another technique that could prove useful is something called Boosting, most used is the algorithm called AdaBoost. This technique should improve the performance of the neural network. I do not fully understand how it works, but it has been shown useful in several papers. [3]
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